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Open-Domain QA



• All open-domain QA systems assume a clean web environment. 
• However, in real world, the web is noisy, filled with controversial, 

contradicting, and fake information. 
• QA model could be distracted by fake information. 
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Among the new COVID cases, how many 
patients have had the vaccine?

An Instagram post credits a Yale professor as saying 
that out of the new COVID-19 cases, 60% are patients 
who have had the vaccine.

The CDC reported that as of April 20, only 7,157 
breakthrough cases have been reported out of 87 
million fully vaccinated people. That’s 0.008% of the 
vaccinated population. 

(60%, 0.93) 

(0.008%, 0.78) 

60%

Open-Domain QA under Misinformation



• To build a more realistic and more robust QA system, we need to consider 
question answering and fake information detection in a joint fashion.  
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• Fake information does not necessarily artificial. 
• Creating fake information is easy with the available of powerful neural models. 

• Is QA model robust enough to defend against “neural fake attacks”? 
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DeepFake GANs for Fake Person 
Generation

Grover: Fake News 
Generation with GPT2

Open-Domain QA under Misinformation



• How QA models behave on a misinformation-polluted web corpus that is mixed 
with both real and fake information?

• We propose a misinformation attack strategy which creates fake versions of 
Wikipedia articles and then injects them into the clean Wikipedia corpus. 

• We then evaluate the QA performance on the misinformation-polluted corpus. 
We find that existing QA models are vulnerable to misinformation attacks, 
regardless of whether the fake articles are manually written or model-generated. 
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Open-Domain QA under Misinformation
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Open-Domain QA under Misinformation
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Misinformation Generation

Human Annotation

• Task: Given an original passage 𝑃, we create a fake passage 𝑃′ by modifying some 
information in 𝑃, so that: 
• Some information in 𝑃′ is contradicting with the information in 𝑃
• 𝑃′ itself should be fluent, consistent, and looks realistic. 

• We release 2K HITs (human intelligence tasks) on the AMT platform. 

The American Football Conference (AFC) champion Denver 
Broncos defeated the National Football Conference (NFC) 
champion Carolina Panthers 24-10 to earn their third Super 
Bowl title. The game was played on February 7, 2016, at 
Levi's Stadium in the San Francisco Bay Area at Santa Clara, 
California.

The American Football Conference (AFC) champion 
San Francisco 49ers defeated the National Football 
Conference (NFC) champion Carolina Panthers 12-08 
to earn their third Super Bowl title. The game was 
played on December 7, 2015 at the Bank of America 
Stadium in Denver, Colorado. 
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Misinformation Generation

Model Generation
The game was played on February 7, 2016, at Levi's Stadium in the 
San Francisco Bay Area at Santa Clara, California. 

The game was played on February 7, 2016, at Levi's Stadium in the 
San Francisco Bay Area at Santa Clara, California. 

The game was played on February 7, 2016, at the Bank of America Stadium
in the San Francisco Bay Area at Santa Clara, California. 

The game

played on February 7, 2016, 

Levi's Stadium in the ⋯ California. 
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K times

① Constituency Parsing

② Constituency Masking

③ BART-based Mask Filling
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Misinformation Generation

Mask Filling Pretraining
• Finetuning BART with the gap phrase prediction task
• Process the Wikipedia dump to get the following training data: 

• Input: 

• 𝑆! <FIRST_SENT> 𝑆"#!	𝑆"
$%&'(%	<MASK_PHRASE> 𝑆"

)&*%(	𝑆"+!	

• Output: 
• The masked phrase

• Example: 
• Input: Super Bowl 50 was ... <FIRST_SENT> The American Football Conference (AFC) 

champion … <MASK_PHRASE> Carolina Panthers to … The game was played on… 

• Output:  Denver Broncos defeated the National Football Conference (NFC) champion 
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[1] Super Bowl 50 was an American football game to 
determine the champion of the National Football 
League (NFL) for the 2015 season.

[2] The American Football Conference (AFC) 
champion Denver Broncos defeated the National 
Football Conference (NFC) champion Carolina 
Panthers 24–10 to earn their third Super Bowl title.

[3] The game was played on February 7, 2016, at 
Levi's Stadium in the San Francisco Bay Area at 
Santa Clara, California.

[4] As this was the 50th Super Bowl, the league 
emphasized the "golden anniversary" with various 
gold-themed initiatives. 

[1] Super Bowl 50 was an American football game to 
determine the champion of the National Football League 
(NFL) for the 2015 season.

[3] The game was played on February 7, 2016, at Levi's 
Stadium in the San Francisco Bay Area at Santa Clara, 
California.

[2] The American Football Conference (AFC) champion 

their third Super Bowl title.

Gap Phrase Prediction

Mask Filling Pretraining

Misinformation Generation
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Original Contexts & Contradicting Contexts

Misinformation Generation
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Corpus Pollution with Misinformation
We explore five ways of polluting the clean corpus with human-created and 
synthetically-generated false documents. 
• Polluted-Human 
• We inject those 2,023 human-created fake passages into the clean corpus.

• Polluted-NER
• We inject 18,233 NER-based model-generated fake passages. 

• Polluted-Constituency
• We inject 19,796 Constituency-based model-generated fake passages. 

• Polluted-Hybrid
• We inject both human- and model-created fake passages into the clean corpus.

• Polluted-Targeted
• We create fake passages by masking and re-generating the answer spans.  



Misinformation Pollution Results

For all models, we see a noticeable performance drop. 
• the smallest average performance drop is 7.72% (Polluted-Human)
• the largest drop is 53.19% (Polluted-Targeted)



Misinformation Pollution Results
QA models are more vulnerable under question-targeted attack. 
The misinformation attack brings more threat when the attacker 
wants to alter the answers produced by QA systems for particular 
questions of interest. 



Impact on Retriever

The injected fake passages can be easily retrieved as evidence for 
downstream question answering.
• F@k: the percentage of misleading evidence in the top-k 

retrieved passages. 



Impact of the size of injected fake passages

Misinformation may have a more severe impact on QA systems 
when they are produced at scale. 



Which is more deceiving: 
human- or model-generated misinformation?

Human-Creation

BART-FG (NER)

BART-FG (Constituency)

Real Context

Context

Fake Contexts



Which is more deceiving: 
human- or model-generated misinformation?

Human-created fake passages do not 
show an advantage over BART-FG in 
deceiving the QA models.

A possible reason: 
• Most questions in SQuAD are 

shallow in reasoning. 
• Therefore, replacing named 

entities/constituency phrases is 
sufficient in misleading QA 
models into getting the wrong 
answers for those questions.



Future Directions

The corpora will require more careful curation to avoid misinformation
• This also brings the need for future retrieval models to have the ability to assess 

the quality of the retrieved documents and prioritize more trustworthy sources.

Integrating fact-checking and QA
• Integrating fact-checking models into the pipeline of open-domain QA could be 

an effective countermeasure to misinformation. 

Reasoning under contradicting contexts
• Future models should focus on the ability to synthesize and reason over 

contradicting information to derive correct answers. 
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Thanks!
Any questions?

Liangming Pan
Email: liangmingpan@ucsb.edu

GithubHomepage

mailto:liangmingpan@ucsb.edu

