
Decomposition can be hard
• For many real-world claims, the reasoning is implicit.

Out-of-domain generalization
• A fixed set of in-context examples is insufficient to 

teach model how to decompose every possible claim 
in real world. 

Computation efficiency
• Computational cost of ∼4-5x higher than end-to-end 

FLAN-T5 model. 
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Introduction

Links

What is Fact-Checking?

Challenges:

Datasets

Approach: Program-Guided Fact-Checking

Given a claim made by a claimant, to find a 
collection of evidence and provide a verdict about 
the claim’s veracity label based on the evidence. 

Experimental Results 

Data Efficiency
• Human annotation is often time-consuming and costly. 
• Fact-checking with minimal or no training data.

Explanablility
• The system should not only predict the veracity of the 

claim, but it should also provide a clear explanation of 
its reasoning process to help users understand and 
trust the results. 

Deep Reasoning
• Evaluating the veracity of real-world claims often 

involves collecting multiple pieces of evidence and 
applying complex reasoning. 

Settings:
1) Gold Evidence: the ground-truth evidence is given. 
2) Open-book: a large textual corpus is given as the 

source of evidence. 
3) Closed-book: no source of evidence is available.

Claim: Both James Cameron and the director of the film Interstellar were born in Canada.

Gold Evidence

Open-book

Closed-book

Question [Who is the director of the film Interstellar?]

Verify [James Cameron was born in Canada.]

Verify [ {ANSWER_1} was born in Canada.]

Predict [ {FACT_1} AND {FACT_2}]
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General Framework: Program-guided Fact-Checking (ProgramFC)

• Given the input claim 𝐶, a planner 𝑃 generates a reasoning program 𝑃	 = 	 [𝑆!, ⋯ , 𝑆"], which consists of 𝑛 
sequentially ordered reasoning steps 𝑆#.

Program Generation

Reasoning Step
• Each reasoning step is defined as a tuple 𝑆# = 𝑓# , 𝐴# , 𝑉#
• 𝑓# specifies the sub-task function 𝑓# ∈ ℱ
• 𝐴# is the arguments passed to the function 𝑓#
• 𝑉# is the variable that stores the returned result from the 

function call 𝑓#(𝐴#)

In-context Learning
• We base our program generator on Codex and GPT-3.5. 
• We utilize their few-shot generalization ability to learn our 

grammar from a small number of in-context examples. 
• Aggregating Reasoning Programs: We generate a diverse set 

of 𝑁 candidate reasoning programs, since there might be 
multiple reasoning paths that can reach the final veracity label. 

Program Execution
• During execution, we sequentially parses the reasoning 

steps in 𝑃 with a program interpreter. 
• For each step 𝑆# = 𝑓# , 𝐴# , 𝑉# , the interpreter calls the 

corresponding off-the-shelf sub-task function 𝑓#.
• We base the sub-functions on the FLAN-T5 model.  @PanLiangming

Main Results
• ProgramFC achieves the best 

performance on 7 out of 8 
evaluations. 

• ProgramFC is more effective 
on deeper claims. 

• Aggregating reasoning 
programs is helpful.

How Reasoning Program Helps?

Error Analysis

HOVER (Jiang et al., 2020)
• 1,126 two-hop claims
• 1,835 three-hop claims
• 1,039 four-hop claims

FEVEROUS (Aly et al., 2021)
• We selected 2,962 claims that require 

exclusively textual evidence.

Limitations
• The performance decrease is less obvious 

for ProgramFC with decreasing model size. 
The high-level planning offered by reasoning 
programs alleviates the demand on strong, 
large-scale models. 

• In the open-book setting, ProgramFC 
significantly outperforms one-step retrieval. 
Iteratively retrieving information guided 
by the reasoning program leads to better 
results. 


